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AI can do “incredible things” including opening up new opportunities for children 
“in education and learning, and entertainment and having fun”.
Dr Mhairi Aitken, an expert on AI and children’s rights in TES June 2024 AI could create ‘new inequities in learning’, warns 
expert | Tes

For instance, in education, AI can convert text to speech for children with visual 
impairments or speech into text for the hearing impaired.
However, AI - could also open up “new inequities in learning”, given the best 
systems are likely to come at a premium.

Responsible use of AI – Equity & 
Fairness

https://www.tes.com/magazine/news/general/artificial-intelligence-could-create-new-inequities-learning-scotland
https://www.tes.com/magazine/news/general/artificial-intelligence-could-create-new-inequities-learning-scotland


The model, algorithms and training data enable the AI technology to 
behave and produce outputs in certain ways
AI systems can inherit and even amplify biases due to biases in its 
model, algorithms and data   

Responsible use of AI – 
Transparency & Bias



Google Gemini when prompted to give examples of important scientists in 20th 
Century, it only listed Western, male physicists in its output.



Responsible use of AI – Privacy

The risks when using personal data (your own or other 
people’s) when using AI tools
AI tools can ‘learn’ from the information we input, and 
overtime, it can start to develop a picture about you 
(and your students if you upload their work)
Some very simple, everyday use of AI can lead to 
sharing of very personal information





Responsible use of AI – 
Copyrights & Ownership
Copyrights relate to several issues 
when it comes to the use of AI. 

Currently, the debate is ongoing.
While teachers have limited 
influence over how an AI is trained, 
we can be mindful about how we 
upload materials and what content 
we create using AI.
Another important aspect to 
consider here is fake information. 



For example: Birmingham City University definition:
Academic integrity is the attitude of approaching your academic work 
honestly, by completing and submitting your own original 
assessments, attributing and acknowledging your sources (BCU 2024) 

How will the use of AI potentially impact on it?

Responsible use of AI – Academic 
Integrity 





Responsible use of AI 
Environmental impact

• Each server farm needs to be cooled
• For training: 

 GPT-3 used approx. 700,000 litres of freshwater
• This is equivalent of:

 Enough water for 350,000 people for one day (2 litres)
• For everyday use:

• 20-50 questions asked uses 500ml of water
• If all ChatGPT users ask 20-50 questions each, this is 90 

million litres
• This is equivalent of: 

• Enough water for 45 million people for one day (2 litres) 

Note: these figures are only for ChatGPT, many other 

LLMs are out there (Meta, Google, etc.) 



Responsible use of AI 
Environmental impact

• Current ‘massive’ AI technologies, such as 
ChatGPT, require massive amounts of electricity to 
power

• For training: 
 405 years on 1x V100 GPUs (many are used) 
 Approx. 1064 MWh 

• This is equivalent of: 
Powering approx. 322 UK households for 1 year 

• Each server farm is producing carbon emissions
• ChatGPT emits approx. 8.4 tons of CO2 per year
• Equivalent of:

5.25 flights from London to New York

Note: these figures are only for ChatGPT, many other 
LLMs are out there (Meta, Google, etc.) 



Conclusion

- Critically evaluating AI technologies before, during and after using 
it is very important to ensure students’ and teachers’ rights are protected.

- It should focus on the safety, ethics and responsible use of AI technologies.
- Teachers need to consider the impact of AI in relation to the equity and 

fairness of AI use and outcomes, be mindful of biases and inaccuracies in 
AI outputs, be careful about AI technologies’ use and impact on data and 
copy rights, understand and discuss with students how AI can influence 
and impact on learning, and be mindful of the impact AI has on 
environment and animals.

- AI is still developing in the public domain, so holding on responsible, 
ethical use of AI principles is crucial to ensure teachers and students are 
limit the risks of AI while benefiting from using AI. 
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